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Abstract—The blossoming semi-automated vehicles allow drivers to
engage in various non-driving-related tasks, which may stimulate di-
verse emotions, thus affecting takeover safety. Though the effects of
emotion on takeover behavior have recently been examined, how to
effectively obtain and utilize drivers’ emotions for predicting takeover
behavior remains largely unexplored. We propose EmoTake, a deep
learning-empowered system that explores drivers’ emotional and physi-
cal states to predict takeover readiness, reaction time, and quality. The
key enabler is a deep neural framework that extracts drivers’ fine-grained
body movements from a camera and interprets them into drivers’ multi-
channel emotional and physical information (e.g., facial expression, and
head pose) for prediction. Our study (N = 26) verifies the efficiency
of EmoTake and shows that: 1) facial expression benefits prediction;
2) emotions have diverse impacts on takeovers. Our findings provide
insights into takeover prediction and in-vehicle emotion regulation.

Index Terms—Affect Analysis, Decision-making, Unobtrusive, Dataset,
AI-human Interaction, Takeover.

1 INTRODUCTION

THE blossoming semi-driving technology envisions a fu-
ture where drivers are no longer bounded by the steer-

ing wheels and can engage in various non-driving-related
tasks (NDRTs) such as reading or watching videos on mo-
biles. While these rich activities greatly enhance drivers’ ex-
perience, they could also change drivers’ physical state and
stimulate drivers’ diverse emotions, thus affecting takeover
safety. Specifically, drivers are demanded to take over the
vehicles from time to time, due to legal requirements or
technology limitations. As such, takeover requests (TORs)
are generated and broadcast in the form of auditory, visual,
or vibrotactile warnings by the vehicles [1]–[3]. However,
TORs are not always timely responses, especially when
drivers are emotionally engaged in various NDRTs. Even
if TORs are promptly answered, there is no guarantee that
drivers will handle the upcoming situation properly (e.g.,
immersing in a comedy and overreacting to sudden TORs),
raising takeover safety concerns.
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To address such concerns, online takeover behavior pre-
diction has recently been explored to help the vehicle foresee
how a driver performs in takeovers [4], [5]. In general, they
leveraged data mining on drivers’ physical state data with
various driving-related contexts (e.g., vehicle [4], traffic [6],
and weather [7]) to predict different aspects of takeover
behaviors such as takeover readiness [8] and reaction time
[7]. However, such prediction models are still insufficient
in application since takeover is a complex task involving
attention, information perception, real-time judgment, and
decision execution [9], all affected by emotions. But little
explicit consideration of the driver’s emotional state has
been given in prediction, despite its effects on takeover
behavior recently being examined [10]–[12].

To this end, we propose EmoTake (see Fig. 1), a deep
learning empowered system that explores drivers’ emotions
to help forecast: (1) takeover readiness - whether the driver is
ready for a TOR [8]; (2) takeover reaction time - how long
it takes for the driver to resume manual driving after a
TOR [13]; (3) takeover quality - how well the driver han-
dles a takeover [14]. Instead of multiple costly and obtru-
sive apparatuses as in prior studies, EmoTake leverages
a single camera for contactless human body-related data
collection. The key enabler underlying EmoTake is a deep
neural framework that extracts drivers’ fine-grained body
movements (i.e., face, blood vessel, eye, head, and upper
body) from time-series images captured by the camera and
interprets them into drivers’ multi-channel emotional and
physical information (i.e., facial expression, eye movement,
head pose, and body posture) for the prediction with ve-
hicle data. We realize EmoTake in a driving simulator
and validate its performance with a human-subject study
involving 26 participants. After pre-driving questionnaires
and simulator familiarization, they were put under L3 au-
tomation [14] while watching video clips as the NDRT be-
fore encountering TORs. These clips could induce emotions
that are commonly experienced like boredom, anger, and
excitement. Empirical results have verified the efficiency of
EmoTake in predicting takeover readiness, reaction time,
and quality with an accuracy of 91.74%, 88.55%, and 81.71%,
respectively.

With this work, we aim to encourage designers to con-
sider vision as an effective signal for predicting drivers’
takeover behavior. The main contributions of our work are:

This article has been accepted for publication in IEEE Transactions on Affective Computing. This is the author's version which has not been fully edited and 

content may change prior to final publication. Citation information: DOI 10.1109/TAFFC.2024.3399328

© 2024 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission.
See https://www.ieee.org/publications/rights/index.html for more information.
Authorized licensed use limited to: HEFEI UNIVERSITY OF TECHNOLOGY. Downloaded on May 14,2024 at 12:14:16 UTC from IEEE Xplore.  Restrictions apply. 



IEEE TRANSACTION ON AFFECTIVE COMPUTING 2

182022-9-15

 

 
 

 

Takeover Predictor

Readiness

Reaction Time

Quality

 Facial Expression
Body Posture

Eye Movement
Head Pose

 Multi-channel

Single Camera

Vehicle Data

Emotional State

LANVHAPV LAPV HANV

Valence

A
rousal

Negative Positive

High

Low

HAPV

LAPVLANV

HANV

Semi-automated Vehicle

Fig. 1. EmoTake explores drivers’ emotional and physical states for takeover prediction. A deep neural framework is designed to extract drivers’
fine-grained body movements from a single camera and interpret them into drivers’ multi-channel emotional and physical information (i.e., facial
expression, body posture, eye movement, and head pose) for predicting takeover behavior in readiness, reaction time, and quality with vehicle data.

• The first system that explicitly encodes drivers’ facial
expressions for predicting takeover behaviors.

• Empirical evidence of facial expression benefiting
takeover behavior prediction.

• Correlation analysis of driver’s emotion on takeover
behaviors. Some findings are contrary to manual
driving, e.g., positive valence implies higher collision
risks while high arousal leads to gentler steering.

• Suggestions for designers who are interested in
takeover behavior prediction and in-vehicle emotion
regulation.

2 RELATED WORK

2.1 Emotion in Driving

Manual driving is a complex task that could affect drivers’
emotions when they are interacting with passengers, the
external environment, and other road users [9]. Emotions in
manual driving have long been explored in many aspects
[15]–[17]. In these studies, two emotion representations
have frequently been used [18]. One is the discrete model,
where emotions are discrete and fundamentally different
constructs like anger, fear, and happiness. The other is the
dimensional model where emotions can be characterized on
a dimensional basis in groupings, e.g., the well-recognized
valence-arousal (VA) model. Here valence refers to how
negative or positive a stimulus is, while arousal indicates
how sleeping or exciting a stimulus is, respectively [19].

For the discrete model, anger receives wide attention
since it leads to risky behaviors such as speeding and traffic
rule violations [20], [21]. Also, it lowers the perceived safety
of drivers and thus degrades their driving performance
[22]. As a result, it becomes one of the most significant
contributors to fatal crashes [23] (e.g., increasing the risk of
a crash by 9.8 times [24]). Besides anger, other commonly
experienced discrete emotions in driving like happiness,
sadness, fear, and boredom (fatigue) have also been studied
[22], [25]–[27]. Their impacts on various aspects like risk
perception, response, and steering have been examined.

The dimensional model allows researchers to conduct
not only qualitative analysis but also quantitative analysis
on how emotion affects driving. Prior studies show that

negative valence, stimulated via words [28] or images [29],
distracts drivers and leads to higher speeds and worse lat-
eral control [30]. On the other hand, high arousal, provoked
via images [29] or musical tempos [31], sharpens drivers’
attention to achieve a faster hazard response [32]. However,
it is also shown to be related to radical driving [32]. In
general, previous research suggests associations between
positive valence and better vehicle control, higher arousal,
and faster risk response, respectively.

Despite how emotion affects manual driving has been
well studied, how emotion affects takeover remains unex-
plored until very recently. N. Du et al. [10] presented the first
empirical study in a driving simulator where participants
experienced takeovers under L3 automation while watching
movie clips for emotion induction. Their analysis suggests
that drivers in positive valence tend to make a smaller
acceleration and jerk when re-taking control, leading to
better driving quality. They also show that high arousal
does not essentially lead to shorter takeover time, contrary
to the observation in manual driving. Their work provides
critical insights into the role of emotions in takeovers and
inspires us to explicitly consider emotion as a major factor
in predicting driver takeover behavior.

2.2 Takeover Behavior Prediction

Takeover safety draws increasing attention with the de-
velopment of autonomous driving technologies. The key
challenge is how to ensure a smooth transition of controls
from vehicles to drivers, who could be immersed in NDRTs
and become incapable of driving. One possible way is to
study how different factors such as the external driving
environment [35], [36], types of NDRTs [37]–[39], individual
characteristics [38], [40], [41], and human-machine interface
[42], [43] affect takeover behaviors, and then set up offline
regulations for precaution. However, precautions will not
help vehicles to foresee whether a particular driver can
handle a particular takeover event well.

Therefore, online prediction of drivers’ takeover behav-
ior via computational models has attracted much attention
quite recently. In general, they leveraged data mining on
various driving contexts (e.g., driver [44], vehicle [4], and
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TABLE 1
Literature review on takeover performance prediction.

Ref. Takeover
Metric

User-context Vehicle-
context Unobtrusive Setting Modalities Method Participant

Emotional Physical

[33] Takeover time ×
√ √ √

Simulator Eye movement
Body posture

Machine
learning 88 subjects

[8] Readiness ×
√ √ √

Simulator Head movement
Eye movement

Machine
learning

81 subjects
(45M & 36F)

[6] Readiness ×
√ √ √

Real

Gaze
Pose

Hand activity
Foot activity

CNN
LSTM

11 subjects
(7M & 4F)

[7] Reaction time ×
√ √

× Simulator

GSR
Head pose
Gaze data
Eye blink
Heart rate

Machine
learning

102 subjects
(62M & 40F)

[5] Takeover time ×
√ √

Not mentioned Simulator & Real
from dataset [34]

Hand posture
Cognitive load XGBoost 4556 subjects [34]

(from 129 studies)

[4]
Intention

Reaction time
Quality

×
√ √

× Simulator
GSR

Heart rate
Eye movement

Deep learning
network

20 subjects
(9M & 11F)

Ours.
Readiness

Reaction time
Quality

√ √ √ √
Simulator

Encoded FE
Head pose

Body posture
Eye movement

iTransformer 26 subjects
(14M & 12F)

GSR: Galvanic skin response; CNN: convolutional neural network; LSTM: Long short-term memory; XGBoost: eXtreme Gradient Boosting; FE: Facial Expression

traffic [33]) to predict different aspects of takeover behav-
iors. These models enable vehicles to continuously monitor
the drivers and make real-time judgments to ensure a safe
takeover. Table 1 provides a detailed review of some state-
of-the-art approaches, and compares them with our work
for a clear positioning. As suggested in [45], we deliberately
omitted the prediction accuracy achieved by different mod-
els, to avoid any superiority misinterpretation. Because their
experimental conditions are fundamentally different, and
direct comparison of the prediction accuracy is meaningless.

Lotz and Weisenberger [33] chose drivers’ eye movement
and body posture data collected via two devices (Smart
Eye Pro and Microsoft Kinect) as input in a simulator
study to predict drivers’ takeover time (classified into four
classes). They used a linear support vector machine (SVM)
for data mining. Braunage et al. [8] collected drivers’ eye
movement and head movement data via three cameras in
a high-end Mercedes-Benz driving simulator, and explored
them with NDRT involvement data in a SVM classifier to
forecast takeover readiness (high and low). Deo and Trivedi
[6] leveraged 5 cameras to capture drivers’ gaze, pose, and
hand and foot activities in an extensive naturalistic study of
a conditionally autonomous vehicle running on Californian
freeways. They used a Long Short Term Memory (LSTM)
model to estimate the drivers’ takeover readiness index on a
5-point scale. Ayoub et al. [5] explored the eXtreme Gradient
Boosting (XGBoost) algorithm on a hybrid dataset gathered
from 129 studies in both real-world scenarios and driving
simulators to predict takeover time. Besides vehicle data,
they used drivers’ hand posture and cognitive load.

Recently, there has been a trend of exploring drivers’
physiological data to enrich the understanding of drivers’
physical states. N. Du et al. [7], [44] monitored drivers’ eye
movement, heart rate, and galvanic skin response (GSR) via
Tobii Pro-Glasses 3 and Shimmer3 GSR+, respectively. They
explored these drivers’ data with a random forest classifier
to predict takeover quality in two classes (good and bad).

With the same devices, Pakdamanian et al. [4] present a
deep neural network to handle drivers’ data with the vehicle
and NDRT data for predicting takeover intention, time,
and quality. In these work, more data modalities usually
lead to more apparatuses, which are costly and sometimes
obtrusive.

In summary, despite the fact that emotion plays an
important role in driving and its impacts on takeover be-
haviors have recently been examined, none of the previous
works has considered drivers’ emotions for the prediction of
takeover behavior. Our preliminary study has revealed the
potential of leveraging emotions to enhance takeover safety
via a distributed Deep Neural Network (DNN) mounted
separately on the cloud and vehicle end [46]. EmoTake
further pushes along this direction and explicitly explores
drivers’ encoded facial expressions to help predict driver
takeover behavior via an inverted Transformer-based deep
forecasting network handling the multi-channel time series
data. Moreover, EmoTake has been systematically evaluated
to provide a better understanding of how different data
channels matter in prediction and how different emotions
affect takeover behavior. Our correlation analysis of driver’s
emotions on takeover behaviors provides interesting find-
ings, some of which are contrary to manual driving, and
provide aids for researchers and engineers who are inter-
ested in takeover behavior prediction and in-vehicle emo-
tion regulation.

3 METHODOLOGY

EmoTake roots in a deep neural framework that extracts
drivers’ fine-grained body movements and interprets them
into drivers’ multi-channel emotional and physical infor-
mation for prediction. Fig. 2 shows the workflow of the
EmoTake, which consists of three parts: data collection,
data labeling, and takeover behavior prediction. The specific
details of these three parts are introduced as follows.
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Fig. 2. The proposed framework for extracting drivers’ multi-channel emotional and physical information as well as predicting takeover behaviors.
Specifically, we utilize a series of cutting-edge deep learning methods to interpret drivers’ fine-grained body movements into multi-channel
information, i.e., facial expression in Action Units (AUs), eye movement, head pose, and body posture. Later, we combine these channels with
vehicle data via multiple neural networks to predict takeover behaviors from three aspects: readiness, reaction time, and quality.

3.1 Data Collection
EmoTake leverages a camera to collect drivers’ facial expres-
sions, body posture, eye movement, and head pose data in
an unobtrusive way. Below we introduce details on each
channel.

3.1.1 Encoded Facial expression
Facial expression constitutes a primary means of emotional
expression [47], [48]. Drivers engaged in Non-Driving Re-
lated Tasks (NDRTs) may experience a range of emotions
when facing TORs. To effectively capture these emotional
nuances, we employ the Multi-task Convolutional Neural
Network (MTCNN, [49]) to extract facial expression features
from a camera, whose sampling frequency is set to 30 frames
per second. Then, we downsample the footage to 15 frames
per second (with one frame interval). As a result, the input
of MTCNN is (15× 10, 112× 112× 3).

We choose the prevailing Action Units [50], which rep-
resent the basic muscular movement that can be combined
to form complex expressions, to encode the cropped facial
images via OpenFace 2.0. Each AU has a specific code that
represents a specific facial muscle group. OpenFace extracts
18 AUs in AU01 c and AU01 r. The former is a binary
value indicating whether this AU is present, while the latter
ranges from 0 (none) to 5 (maximum) denoting its intensity.

3.1.2 Body posture
Body posture can serve as a direct indicator of driving
attention. By capturing the posture changes of the driver’s

upper body, various information attention-related tasks can
be realized, e.g., fatigue detection [51]. EmoTake uses the
pre-trained OpenPose model (see [52]) to detect limbs in
frame images, providing 12-point coordinates in the upper
limb region for each frame.

3.1.3 Eye movement and Head pose

Studies have demonstrated that eye movement and head
pose are strongly associated with driving attention [53],
[54]. In particular, the driver’s focus, which can be as-
sessed through their eye movement and head pose, clearly
differs between distracted and non-distracted situations.
The OpenFace 2.0 [55] toolbox is proven to be effective in
extracting eye movement and head pose from video images.
Thus, EmoTake employs this toolbox to pre-process the
video data to obtain the eye movement features and the
head pose features from each frame. The specific features
of the eye movement extracted by OpenFace 2.0 are the
direction of the left eye gaze (vector), the right eye gaze
(vector), the angle of both eyes and the coordinates of the
key points of the eye area in 2D and 3D. The specific features
of the eye movement extracted by OpenFace 2.0 include the
direction of the left eye gaze (vector), the direction of the
right eye gaze (vector), the angle of both eyes, as well as the
coordinates of key points in the eye area in both 2D and 3D.
The total dimension of these eye movement features is (10
× 30, 288). In addition, the extracted features of the head
pose include the position of the head relative to the camera
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TABLE 2
List of extracted data used in EmoTake.

Data Source Method Data Type Size

Camera

Body Posture OpenPose Body key point coordinates Int (300, 12×2)
Action Units

OpenFace 2.0

Facial action units Float, Int (300, 35)

Eye movement Eye gaze direction vector Float (300, 8)
Eye region landmarks Float (300, 5×56)

Head Posture Head position Float (300, 6)

Vehicle \ \
Speed Float (300, 1)

Throttle pedal angle Float (300, 1)
Brake pedal angle Float (300, 1)
Steer wheel angle Float (300, 1)

TABLE 3
Descriptions of subjective quality ratings of takeover quality.

Takeover quality rating Explanation

Level 1 Collisions of loss of control
Level 2 Endangerments of oneself or other road users (e.g., near misses)
Level 3 Occurrence of driving errors (e.g., late or insufficient braking)
Level 4 Imprecisions of vehicle control (i.e., imprecise lane keeping)
Level 5 Perfect performance (i.e., absence of imprecisions and errors)

and the rotation angles X , Y , and Z of the head. The total
dimension of these head pose features is ((10 × 30, 6).

3.1.4 Vehicle data
Vehicle data like speed, throttle pedal angle, brake pedal
angle, and steering wheel angle are collected at a sampling
rate of 30 Hz (See Table 2).

3.2 Data Labeling

Our supervised learning network needs labeled training
data to make predictions. Below we introduce how we label
the collected data.

• Takeover readiness. Takeover readiness is more of a
subjective judgment and thus hard to decode from
the perspective of a bystander [10]. Therefore, readi-
ness is self-labeled into binary outcomes (”Ready”
and ”Not Ready”) in our study as in [8].

• Takeover reaction time. It is defined as the duration
between a TOR being issued and the takeover button
being pressed on the steering wheel for control tran-
sition (see Fig. 5). To simplify the computation, we
divide it into three categories. using the threshold
derived from the distribution of empirical reaction
time (see Fig. 6). In this way, the label is set to
”Short” when reaction time ∈(0, 1.22s], ”Medium”
when reaction time ∈(1.22s, 2.10s], and ”Long” when
reaction time ∈(2.10s, 3.5s] (See Section 4.6 ).

• Takeover quality. We choose the subjective measure
of takeover quality to minimize the individual dif-
ference in the driving experience and habit as in the
ISO/TR 21959-1 technical report [14]. Specifically,
we select a 5-point scale for representing the different
levels of quality rated by a trained external observer (
”Level 1” = worst performance, ”Level 5” = perfect
performance). The explanations are listed in Table 3.

3.3 iTransformer Architecture for Takeover Behavior
Prediction

As shown in Fig. 2, the physical and emotional input chan-
nels are time-series numerical data. Therefore, we present
an iTransformer-based network, a recently proposed in-
verted transformer specifically designed for time series
forecasting via effectively exploring the intra-modality and
inter-modality correlations [56], to process the input data
for takeover behavior prediction. Specifically, the current
transformer-based networks are based on temporal tokens
that are formed by fusing multiple channel data of the
same timestamp. However, this unified timestamp embed-
ding neglects the diverse syntax meanings of each channel,
which could result in unaligned channel representations
and meaningless attention maps. Taking our problem as an
example, AUs and other physical channels like body posture
have quite different meanings. To this end, iTransformer
forms tokens on each channel in a certain look-back win-
dow instead of fusing different channels into one token at
each time stamp, and then utilizes them via the attention
mechanism to capture multi-channel correlations.

More specifically, We use a cross-entropy loss function
and the Adam optimizer with a learning rate of 0.0001 to
update network parameters in our 8-head 2-layer Trans-
former model. The model is trained for 100 epochs. The
batch size is set to 32. The length of a token’s look-back
window on each channel is set to 10 seconds, corresponding
to 300 frames (10(s)× 30(f/s)). Tokens are then embedded
into 512-dimensional vectors via a shared Linear Layer
(300×512). The specific channel data is shown in Table 2. In
the decoding layer, the output of the encoder passes through
a GELU activation function, a dropout layer (dropout=0.1),
and a linear layer (512 × 10), and finally outputs the clas-
sification result. We leverage the subject-independent cross-
validation to eliminate potential interference like age and
identity. Details about the losses during training and testing
can be found in the Appendix.

This article has been accepted for publication in IEEE Transactions on Affective Computing. This is the author's version which has not been fully edited and 

content may change prior to final publication. Citation information: DOI 10.1109/TAFFC.2024.3399328

© 2024 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission.
See https://www.ieee.org/publications/rights/index.html for more information.
Authorized licensed use limited to: HEFEI UNIVERSITY OF TECHNOLOGY. Downloaded on May 14,2024 at 12:14:16 UTC from IEEE Xplore.  Restrictions apply. 



IEEE TRANSACTION ON AFFECTIVE COMPUTING 6

TABLE 4
Details on participants.

Group No. of Subjects Mean age (years) Std. age (years) Mean Driving Exp. No. of glass wearing

Male 14 26.4 5.4 3.0 13
Female 12 27.5 7 3.0 7

Age 20-30 20 24.1 2.6 1.9 16
Age 30-40 4 33.5 1.7 4.0 3
Age >40 2 42.0 1.4 11.0 1

All 26 26.9 6.1 2.9 20

Fig. 3. Participant sitting in the driving simulator. The TOR signal con-
sists of both sound (“Please takeover!”) and image (a blinking exclama-
tion mark)

4 USER STUDY1

4.1 Participants
This study recruited 26 participants (14 males and 12 fe-
males) from our university, all of whom possess at least
one year of driving experience. Their ages vary between 20
and 43 years, with an average of 26.9 years and a standard
deviation of 6.1 years. All participants hold valid Chinese
driving licenses and have an average driving experience of
2.9 years. Specific details can be found in Table 4.

Glasses could be challenging for OpenFace to decode
facial expressions, e.g., blocking eyebrows. We have realized
this problem when we are recruiting participants since the
glass-wearing rate is particularly high in Chinese universi-
ties. We have taken several countermeasures to deal with
this issue. Firstly, we carefully adjust the illumination in
experiments to avoid light reflection on glasses, which is
pretty problematic for OpenFace. Secondly, we manually
check both the video footage and the recognition results
of OpenFace after each experiment to ensure most of the
AUs can be identified. Lastly, we conduct a careful search
on the collected dataset after all the experiments have been
done to remove noisy samples. As a result, we found out
that OpenFace is a reliable AU detector on our dataset and
works well in most cases.

4.2 Apparatus
We employed the CARLA software [57] to create the driving
environment, which was presented on a 120-inch 4K res-
olution monitor (Changhong 90C7UG), as depicted in Fig.

1. The Institutional Review Board (IRB) approval number is
106142023030728744 and the approving institution is University of
Electronic Science and Technology of China.

3. Participants occupied a driving simulator seat equipped
with a Logitech G29 driving force racing wheel and floor
pedals. Auditory and visual reminders for Takeover Re-
quests (TORs) were provided through an external audio
speaker and a pop-up window [1], [2]. An Apple iPad Pro
was positioned on the right side of the driver at a 30-degree
angle on an iron stand 20 cm above the dashboard for watch-
ing videos. We used a Rapoo C260AF webcam (30Hz, 720p,
$28.7) to record drivers’ facial expressions and behaviors
during the experiments. The vehicle data, sampled at a rate
of 30 Hz, was provided by CARLA.

4.3 Design
4.3.1 Emotion mapping into Valence-Arousal circumplex
plane.
We selected the widely recognized valence-arousal model,
illustrated in Fig. 4 (a), to characterize various emotions.
In this model, valence indicates the degree of negativity or
positivity of a stimulus, while arousal represents the level
of intensity or excitement [45]. Compared to the traditional
discrete model, this dimensional model allows us to conduct
not only qualitative analysis but also quantitative analysis
on how emotion affects driving, as shown later in Section
6.3.

4.3.2 Identifying emotion-inducing video clips.
We used video clips to induce emotions for two reasons:

• It is one of the most common NDRTs appearing in
the relevant literature [58].

• Its ability to stimulate diverse emotions has been
effectively validated in previous studies [59]–[61].

Fig. 4 (b) summarizes the sources as well as the number
of video clips we have selected for each quadrant on the
valence-arousal plane. Our sources encompass a diverse
range of content, including movies (such as Schindler’s
List), cartoons (like Tom and Jerry), news (like Elder abuse),
shows (like Running Man), documentaries (like BBC Earth-
quakes), and online courses (like Mathematical Analysis).
Each carefully selected clip is thoroughly vetted and ap-
proved by at least three trained reviewers. We give ex-
amples of each emotional quadrant in the Appendix, as
well as the emotional status of the participants. More in-
formation about the videos can be found on our GitHub:
https://github.com/yibingweng/EmoTake.

4.3.3 Takeover Requests.
Like in previous studies [4], we also chose obstacle avoid-
ance as the criterion for takeover (see Fig. 5 for further
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Emotion category
Number of
video clips

Duration
(min) Source

HAPV
(e.g., happy, exciting) 32 85.1 Tom and Jerry, Running man and etc.

HANV
(e.g., fear, anger) 17 88.77

BBC earthquakes, Elder abuse news,
Schindler’s list, and etc.

LANV
(e.g., bored, sad) 9 56.72 A series of mathematical analysis online course.

LAPV
(e.g., relief, serene) 12 63.72 Beautiful trees and flowers in the world and etc.

Total 70 294.31

. (b)

Fig. 4. (a) Arousal (1 = ”High”, -1 = ”Low”), and Valence (1 = ”Positive”, -1 = ”Negative”). HAPV : high arousal and positive valence,; HANV : high
arousal and negative valence, ; LANV : low arousal and negative valence; LAPV ): low arousal and positive valence. (b) The number, duration, and
source of video clips for eliciting emotions.

information). TOR was delivered via an external audio
speaker and a pop-up window as the auditory and visual
alerts (see Fig. 3).

4.4 Measure
After the emotional induction, participants were required
to complete the Self-Assessment Manikin (SAM) to assess
their emotional state, while the takeover behaviors were
evaluated by one experimental observer (see Section 4.6).

4.5 Procedure
We designed the experimental procedure (Our experiments
were conducted by a protocol approved by the Institutional
Review Board (IRB)) as shown in Fig. 5, which consisted of
the following five steps:

4.5.1 Briefing.

Upon arrival at the experimental site, participants were
asked to sign a consent form and complete a driving history
questionnaire.

Before signing the consent form, we will introduce par-
ticipants to the specifics of the experiment: All participants
will simulate semi-autonomous drivers, and in good road
conditions, the vehicle will drive itself along the road, while
the driver will watch a video on an iPad. When the vehicle
detects an obstacle, the driver will be alerted to take over
by sounding the speaker and a warning on the monitor. The
driver takes back control by pressing a control button to
handle the task.

We asked participants to avoid high-risk driving behav-
iors as much as possible to approximate driving in a real

332022-9-15

Start driving
Stage 2

Familiar with
simulator

Stage 1
Briefing

① Consent form
② Driving history

End driving

Post-driving
interview

Stage 4

Opinion
collection

Stage 3
Main driving course

Inducing emotion Assessment

TOR

Reaction Time
Watching 
video clips

Manual driving to
avoid obstacle

Transit

Self & expert 
rating

Handling a TOR

×3
 SAM  Quality

＋

Training

Stage 5
Debriefing

① Salary
② Debriefing sheet

Automated Transition Manual Automated
TOR

100 meter ahead 100 meter behind

Transition

Speed=60 km/h

Slow Down Change Lanes

Straight Driving

Reaction 
Time Speed=60 km/h

Fig. 5. The timeline of the user study procedure. The top graph shows a schematic view of an example of a completed procedure in our study,
including stages 1-5: briefing, familiarization with the driving simulator, main driving course, post-driving interview, and debriefing. The bottom
graph indicates the takeover timeline, including automated driving, encountering a TOR, resuming manual driving to avoid obstacles, and back to
automated driving. The black car indicates automated driving, while the orange car means manual driving.
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Fig. 6. Distribution of takeover reaction time using a bin
width of 0.05s. Each data is fitted into the Normal Distrib-
ution (µ = 1.66, σ = 0.44). We use the µ-σ, µ+σ as threshold
values to split the reaction time into ”Short” (yellow), ”Medium” (blue),
and ”Long” (green), respectively.

Level_5: 

10%(32)

Level_4: 

48%(150)

Level_3: 

30%(98)

Level_2: 

11%(34)

Level_1: 

< 1%(1)

Fig. 7. Percentage of takeover quality level. We classify the takeover
quality into 5 levels, ranging from ”Level 1” to ”Level 5”.

environment. In the meantime, we encouraged them to be
immersed in the videos as much as possible, to fully arouse
their emotional feelings. Participants will be informed that
the entirety of the experiment will be videotaped, as well as
the 10 seconds of data before the takeover will be collected
as our database. Regardless of whether a collision occurs
or not, we will be paid normally upon completion of the
experiment.

4.5.2 Familiarization with the driving simulator.
Every participant became familiar with the driving sim-
ulator by completing a 6-minute driving training, where
they practiced lane changes, manual to automated driving
activation/resumption, and achieved a common level of
familiarity with the setup, NDRT, and auditory signals
pitch. Prior to driving, participants were informed of the
emotional dimensions (VA) to be explored during the cur-
rent experiment and were therefore allowed to swipe back
and forth across the screen of the Apple iPad Pro to identify
appropriate video clips for inducing emotion. Once the
participants confirmed that they were familiar enough with
the simulators, they were told to rest for 5 minutes to ensure
they could start the experiment in a relaxed manner.

4.5.3 Main driving course
After the familiarization session, participants were required
to complete four driving courses, each containing three
takeover events. Each course corresponds to one emotional
quadrant, where participants were instructed to select and
view video clips designed to simulate emotions in that
quadrant. Furthermore, one takeover event can be roughly
divided into three steps, namely inducing emotion by
watching video clips, handling TORs to avoid obstacles,
emotional state self-assessment, and takeover quality anno-
tation. The specifics are outlined as follows:

4.5.4 Post-driving interview.
The experiment concluded with a brief semi-structured
interview to gather further insights into the participant’s
emotions. The interview was recorded and centered on the
following questions:

• How did the video clips make you feel?
• Which emotional quadrants affect your takeover be-

haviors and how?

As shown in Fig. 5, each course began with a command
to activate the automated driving mode.

• Inducing emotion through video clips: While the
vehicle was in automated driving mode, traveling at
a speed of 60 km/h, participants watched emotional
inducement video clips. We noticed that it typically
took 1-3 minutes for participants to fully immerse
themselves in the designated emotional quadrant.
Therefore, we set TORs (Takeover Requests) to ap-
pear after 4 minutes of video watching. Participants
were instructed to focus on the video clips displayed
on the Apple iPad Pro until a TOR appeared.

• Handling TORs to avoid obstacles: As depicted in
the bottom graph of Fig. 5, the TOR was positioned
100 meters ahead of the obstacle. When the TOR
was issued, an audio speaker was activated and a
warning interface appeared, prompting participants
to take control. Participants then pressed a button
on the steering wheel, slowed down the vehicle to
avoid the obstacle, and continued driving to keep the
vehicle in the current lane until 100 meters behind
the obstacle. They then drove the vehicle into the
fourth lane (ensuring consistent lane maintenance
before the next TOR for further analysis) and pressed
the same button to reactivate automated driving.

• Self-assessment of emotional state and annotation
of takeover quality: Immediately following each
takeover, participants were asked to recall the scenes
from the video clips and assess their emotional state
by completing the SAM questionnaire. Additionally,
an experimental observer annotated the quality of
each takeover.

The order of emotions being induced was counterbal-
anced via a 4 × 4 balanced Latin Square across participants
to minimize the ordering effect.

4.5.5 Debriefing.
After the end of the interview, participants received a De-
briefing Sheet and 50 dollars for their participation. Overall,
the study lasted about 70 minutes.

4.6 Labels
We analyzed the collected data on takeover readiness, reac-
tion time, and quality to get them properly labeled. In the
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study, each participant finished 3 takeover events under one
emotional quadrant, therefore, there existed 3 (takeovers) ×
26 (participants) = 78 takeover records containing emotional
state self-assessments and takeover quality annotations. In
total, 4 (quadrants) × 78 (takeovers per quadrant) = 312
takeover records were collected.

Takeover readiness was defined as whether or not the
participant was prepared enough to take over the vehicle.
We labeled the takeover readiness as ”Not Ready” and
”Ready”, respectively. In our study, ”Not Ready” takes
about 74.9%, while the rest was labeled as ”Ready”.

We plot the takeover reaction time with a grouped step
size of 0.05s in Fig. 6 and find that its distribution fits
a Normal Distribution (µ = 1.66, σ = 0.44), which was
indicated in the black dashed curve line. Therefore, we
divide the reaction time data into three categories, i.e.,
”Short”, ”Medium”, and ”Long”, respectively. ”Short” was
defined as reaction time ∈(0, µ-σ], ”Medium” was defined
as reaction time ∈(µ-σ, µ+σ], and ”Long” was defined as
reaction time ∈(µ+σ, 3.5s]. Fig. 6 leverages yellow, blue,
and green to represent ”Short”, ”Medium” and ”Long”,
respectively.

As we described earlier in Section 3.2, we classified
takeover quality into 5 levels. As illustrated in Fig. 7, 48%
of takeover records were rated in ”Level 4”, which means
smooth takeover behaviors. By contrast, 42% of takeover
records were rated below ”Level 3”, which indicates impre-
cise or even dangerous takeover behaviors.

5 PERFORMANCE EVALUATION

Here we evaluate the performance of EmoTake on the data
collected in the user study. The subject-independent cross-
validation (5-fold) is used to eliminate potential interference
like age and identity.

5.1 Metrics

Four metrics, i.e., accuracy, precision, recall, and weighted
F1 − score, are employed by EmoTake to evaluate the
system performance, which can be represented as follows:

Accuracy =
TP + TN

TP + FP + TN + FN
(1)

Precision =
TP

TP + FP
(2)

Recall =
TP

TP + FN
(3)

Weighted F1 Score =
∑

2× Precision×Recall

Precision+Recall
×Wi

(4)
where TP, TN, FP, and FN represent True Positive, True

Negative, False Positive, and False Negative, respectively.
Precision denotes the proportion of true positive examples
in the prediction result. The Recall represents the propor-
tion of all positive examples that are correctly predicted.
Wi represents the weight of the predicted category, where i
means the number of categories.

5.2 How EmoTake Performs?
The accuracy, precision, recall, and Weighted F1-score re-
sults of iTransformer are shown in Table 5. Since the
weighted F1-score is more capable of evaluating the imbal-
anced classification, we mainly use accuracy and weighted
F1-score as evaluation metrics in the analysis.

TABLE 5
Comparison of EmoTake performance in different evaluation indicators.

Prediction Accuracy Precision Recall Weighted F1-score
Readiness 91.74 91.87 92.56 90.43

Reaction time 88.55 89.1 88.27 87.26
Quality 81.71 82.16 83.67 79.49

Table 6 shows the prediction results of EmoTake in the
human-subject study. We notice that EmoTake is pretty accu-
rate for takeover readiness, i.e., achieving a 91.74% accuracy
and a 0.90 weighted F1-score. EmoTake also works fairly
well in predicting takeover time and quality, i.e., obtaining
a 88.55% accuracy and a 0.87 weighted F1 score for takeover
time, while getting a 81.71% accuracy and a 0.79 weighted
F1-score for takeover quality, respectively. The results have
confirmed EmoTake’s capability in predicting how a specific
driver performs in a particular takeover event..

To further investigate the impact of emotion in different
quadrants on the prediction performance, we separate the
experimental results in each quadrant and conclude them
in Table 6. Please note that: 1) our statistics are based on
self-report emotions; 2) The number of samples in each
emotional quadrant is different, so the average accuracy is
based on their weighted sums.

We notice that EmoTake achieves the most satisfactory
results for the HAPV quadrant (e.g., happy and exciting),
with a 92.89% accuracy in takeover readiness prediction, a
89.83% accuracy in reaction time, and an 83.33% accuracy in
takeover quality. But for takeover reaction time, the HANV
has the best F1-score, i.e., 0.89. A possible and intuitive
explanation is that high arousal leads to intensive body
movements, affecting both emotional and physical channels
and thus easier to recognize by the network. Another ev-
idence to support this claim is that the lowest prediction
performance is always located in the two low arousal states,
i.e., LANV and LAPV . For example, LANV (e.g., bored
and sad) has the lowest readiness prediction as well as the
quality prediction on accuracy, while LAPV (e.g., relief and
serene) is the lowest on takeover reaction time.

5.3 How Different Channels Matter in Prediction?
To address this question, we conduct an ablation experiment
on each channel, and Table 7 shows how EmoTake works
without one specific channel. Firstly, we notice the all-
fusing method always yields the best performance in the
prediction of readiness, reaction time, and quality, indicating
that every channel matters in prediction. Secondly, we notice
that EmoTake suffers worse performance degeneration if
removing the facial expression and eye movement channels
than others, but the difference is not significant.

5.4 Naive Comparison
A naive comparison was conducted between the present
iTransformer architecture and the Deep Neural Network
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TABLE 6
Performance evaluation of EmoTake in different Valence-Arousal emotional quadrants.

V-A emotional quadrants
Takeover readiness Takeover reaction time Takeover quality

Accuracy(%) Weighted F1-score Accuracy(%) Weighted F1-score Accuracy(%) Weighted F1-score

Average 91.74 0.90 88.50 0.87 81.71 0.79
HAPV(e.g., happy, excited) 92.89 0.92 89.83 0.88 83.33 0.83

HANV(e.g., fear, anger) 91.56 0.91 88.33 0.89 81.17 0.79
LANV(e.g., bored, sad) 89.17 0.89 87.91 0.86 78.23 0.78

LAPV(e.g., relief, serene) 90.78 0.88 87.50 0.87 81.78 0.80
Note: We bold the highest values while underlining the lowest.

TABLE 7
Comparison of EmoTake performance when removing a certain channel.

Backbone Channels Takeover readiness Takeover reaction time Takeover quality
Accuracy(%) Weighted F1-score Accuracy(%) Weighted F1-score Accuracy(%) Weighted F1-score

iTransformer

Action Units(-) 87.17 0.87 81.53 0.81 77.17 0.77
Eye Movement(-) 87.89 0.87 85.78 0.85 78.12 0.78

Head Pose(-) 90.44 0.89 85.05 0.84 80.33 0.79
Body Posture(-) 89.67 0.89 82.91 0.82 78.23 0.78

All 91.74 0.90 88.50 0.87 81.71 0.79
(-) represents removal for the mentioned factor.

(DNN) [46], along with the Long Short-Term Memory
(LSTM) [6] specialized for processing time-series data. Addi-
tionally, traditional machine learning classifiers such as Sup-
port Vector Machine (SVM), K-Nearest Neighbor (KNN),
and Random Forest (RF) were also included in the com-
parison, with 10 manual features, i.e., the median, standard
deviation, variance, minimum, maximum, Q1 (minimum
quartile), Q3 (maximum quartile), range, skewness, and
kurtosis. The results are concluded in Fig. 8. In addition,
due to the imbalance of the sample labels, we performed
the prediction results on the majority class in these figures.

Firstly, we discovered that iTransformer exhibits promis-
ing performance in dealing with multi-modal time series
data against DNN and LSTM. This is because it can learn
variate-centric representations with meaningful attention
maps across multi-modal time series data by inverting the
duties of the attention mechanism and the feed-forward
network. Secondly, we found that traditional classifiers like
SVM, KNN, and RF also work well on this problem. We
think that this is because instead of processing images
directly, we have quantified drivers’ physical and emotional
states into time-series numerical data, which can be properly
processed by these classic classifiers. In addition, when
analyzing the prediction results of the majority class, we
found that the prediction results of the majority class were
similar to the results of the full-volume analysis on takeover
readiness and reaction time. This indicates that our model
adequately learned the features of the different classes
rather than incorrectly predicting the minority class as the
majority class. The majority class shows higher accuracy and
F1-score on takeover quality, we believe that it is led by the
more detailed classes of takeover quality, which causes the
difficulty of identification.

6 DISCUSSION

6.1 Rate Agreement
We hired four raters to label the takeover quality. The raters
all have at least a bachelor’s degree and two years of driving
experience. Specific information is given in Table 8.

TABLE 8
Overview on the raters (A-D) by age, gender, degree, and driving

experience.

Rater Age(years) Gender Degree Driving exp.(years)

A 23 m bachelor 4
B 25 f master 3
C 24 f bachelor 2

D (senior) 37 m Ph.D 9

The two-round annotation is done independently by
each rater in a quiet environment. The first round is during
the experiment, where three raters conducted preliminary
scoring based on the real-time performance of the experi-
menter during the takeovers, and the scoring is based on
ISO/TR 21959 − 1 (Road vehicles — Human performance
and state in the context of automated driving), with a rating
scale of 1-5 (where 1 is the worst and 5 is the best). The
second round is after all experiments have been completed,
where one senior rater reviews the driving data collected
during the experiment to refine the preliminary scores in
the first round.

TABLE 9
Overview on the raters’ (ID A-D) agreement: Pearson, CCC, kappa and

weighted kappa of the individual raters and EWE(mean).

ID Pearson CCC kappa weighted kappa

A 0.913 0.907 0.796 0.851
B 0.944 0.940 0.874 0.906
C 0.942 0.937 0.862 0.899
D 0.952 0.950 0.894 0.921

During the process, raters took a 10-minute break every
30 minutes to avoid fatigue annotation. After completing
the annotation, we establish a gold standard for these four
subjective scores via leveraging the Evaluator Weighted
Estimator (EWE) [62] fusion for the average value. We also
perform a simple rounding to maintain the original five
categories. Subsequently, we compare each rater’s score
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Fig. 8. Naive comparison under subject-independent cross-validation. ( DNN: Deep Neural Networks [46]; LSTM: Long Short-Term Memory [6];
iTrans: inverted Transformer; SVM: Support Vector Machine; KNN: K-Nearest Neighbor; RF: Random Forest); Accuracy’ : Accuracy of majority
class; F1-score’ : F1-score of majority class;)

with the gold standard, and analyze the Pearson correla-
tion coefficient (Pearson), consistency correlation coefficient
(CCC), Kappa correlation coefficient, and weighted Kappa
correlation coefficient between them, as shown in Table 9.
The results show a high level of consistency among raters,
indicating the effectiveness of the labels of samples.

6.2 Emotion Induction

As shown in Fig. 9 (a), our emotion induction method has
successfully stimulated diverse emotions covering all four
quadrants on the valence-arousal plane. Specifically, 17.6%,
19.5%, 17.9% and 27.2% of takeover records fall into HAPV ,
HANV , LANV and LAPV , respectively. Please note that as
shown in Fig. 9 (b), we have discarded the region in blue
for analysis where arousal or valence equals 0 to reduce
category ambiguity.

As reported in Section 4.3.2. the first quadrant (high
arousal and positive valance, HAPV) contains 32 video clips
lasting for 85.1 minutes in total. The usual emotions in
HAPV include happiness and excitement, which are rela-
tively harder to be induced under experimental pressure.
Therefore, it has the most clips and the shortest length per

clip (2.66 minutes) so that the participants have enough
choices to reach the mood. They described their feelings
as excited, arousing, and pleasant. For example, P1 said:
”I found some of these videos were so funny...my face
hurt from laughing.” On the contrary, emotions in the third
quadrant (low arousal and negative valence, LANV) like
bored and sad are much easier to stimulate as participants
reported that a long and boring video made them feel sleepy.
As a result, LANV has the longest clips on average, i.e.,
6.3 minutes per clip. Participants described their feelings as
bored and listless. For example, P3 said: ”So bored...I almost
fell asleep.” and P20 said: ”I could not stop blinking.”

Typical emotions in the second quadrant (high arousal
and negative valence, HANV) include fear and anger, which
exhibit significant gender differences. For example, P6 (fe-
male) said: ”I was so afraid of the horror clips. I need to pray
for no nightmare tonight.”, while P9 (male) said for the same
clips: ”Just so so, compared to what I have seen before.”

The induction clips are much gentler in the fourth quad-
rant (low arousal and positive valence, LAPV) to keep the
participants in a relief and soothing mood. They described
feeling as peaceful, comfortable, and enjoyable. For exam-
ple, P12 said: ”It was nice in automatic driving so I can enjoy
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Fig. 9. (a) Distribution of induced self-rated emotional states in the Valence-Arousal plane. A larger marker size represents a larger quantity. (b)
Counts of self-rated emotional states in different quadrants. The region in blue (where arousal or valence equals 0) is discarded for analysis to
reduce category ambiguity.

the beautiful view.”. Interestingly, some participants reported
being aroused in these spectacular natural scenarios. P5
said: ”The scene was so beautiful and made me excited.”

The audio-visual stimuli are proven to be effective in our
experiments. However, considering our setting, we assume
the drivers are watching video clips as NDRTs. But in the
real world, we would like to explore side channel stimuli
like scents [15] for emotion regulation, since they pose fewer
safety risks.

6.3 Emotion and Takeover Behaviors
To understand how diverse emotions affect takeover be-
havior, we first performed a correlation analysis between
valence/arousal and the dependent variables of takeover
behaviors (see Table 10). Then we studied the relationship
between emotional states in four quadrants with these de-
pendent variables. Data from one participant was excluded

from the analysis as the participant did not follow the
instructions from the experimenter.

6.3.1 Valence and Takeover Behavior
We collected 300 takeover events of participants, as well as
their self-reported emotional state ratings. On a scale of 1 to
9 (obtained from the SAM questionnaire), valence rates had
an average value of 5.14 and an STD of 2.16. A Spearman test
was employed to test the monotonic correlations between
valence rates and takeover behaviors.

Based on our results, valence was negatively correlated
with TTCmin (r = −0.16, p < 0.005). Additionally, a paired
t-test showed that the TTCmin of positive valence was
significantly shorter than negative valence (t = −2.3, p <
0.03). The difference may partly be due to that low arousal
is beneficial to driving safety. However, no other significant
effect was found.
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Fig. 10. The mean values of takeover readiness rating (0 = ”Not Ready”, 1 = ”Ready”), reaction time rating (1 = ”Long”, 3 = ”Short”), quality rating
(1 = ”Worst”, 5 = ”Perfect”) with the emotional states of HAPV , HANV , LAPV , and LANV (a-c); the mean values of normalized steering angle and
normalized TTCmin (d-e). Error bars, ± s.e.m., ∗p < 0.05; ∗ ∗ p < 0.01; ∗ ∗ ∗p < 0.001.
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TABLE 10
Dependent variables of takeover behaviors

Features Unit Explanation

Readiness Binary How ready the participant were to take control of the vehicle
Reaction time Scale from 1-3 Three levels according to reaction time
Quality Scale from 1-5 The controllability of transitions that aggregates different as-

pects of the takeover situation to one global measure of driving
quality

Vehicle data

Speed m/s Driving speed during obstacle avoidance
Accelerate m/s2 Acceleration during obstacle avoidance
Jerk m/s3 The derivative of acceleration during obstacle avoidance
Brake degree The angle of brakes during obstacle avoidance
Steer degree Steering wheel rotation angle during obstacle avoidance
TTCmin ms Minimum time to collision

6.3.2 Arousal and Takeover Behavior

The arousal rates had an average value of 4.35 and an STD of
2.32. We applied the same correlation tests to arousal. Based
on our results, arousal is negatively correlated with steer
angle (r = −0.21, p < 0.001) and TTCmin (r = −0.14, p <
0.02). Additionally, a paired t-test showed that the TTCmin

of high arousal is significantly shorter than low arousal
(t = −2.4, p < 0.02). The difference may partly be due
to the higher immersion of NDRT in high arousal leading
to higher collision risk. However, no significant effect was
found between the steering angle of high arousal and low
arousal.

6.3.3 Emotional States and Takeover Behavior

As mentioned in the previous section, we divided the emo-
tional state rating into four quadrants based on their valence
and arousal rates (HAPV , HANV , LAPV , and LANV). In this
part of our analysis, we used these labels as emotional states
and evaluated their impact on takeover behaviors. The
dependent variables of takeover behaviors are described in
Table 10. Since the Shapiro-Wilk test showed a significant
departure from normality for all the variables of takeover
behaviors, we compared the means of variables in the four
emotional states using the non-parametric Kruskal-Wallis
Test. We leverage the Wilcoxon rank sum test with False
Discovery rate (FDR) correction to get the significance level
between quadrants due to multiple comparisons.

On one hand, we find statistically significant differences
exist in all three takeover behavior ratings, i.e., takeover
readiness (χ2(3) = 8.85, p = 0.031), reaction time (1 =
”Long”, 3 = ”Short”) (χ2(3) = 18.91, p = 0.0003) and
takeover quality (1 = ”Worst performance”, 5 = ”Perfect
performance”) (χ2(3) = 6.24, p = 0.041). On the other
hand, we find that the impact of different emotions on
different takeover behaviors is not always consistent. For
takeover readiness and takeover quality, the post hoc pair-
wise analysis points out the difference between HAPV and
HANV (pfdr = 0.0212 and pfdr = 0.0447, respectively). But
such significant differences happen not only between HAPV
and HANV (pfdr = 0.0041) but also between HAPV and
LAPV (pfdr = 0.0003) as well for reaction time.

We further analyze the vehicle data (e.g., speed, ac-
celeration, etc.) between four emotional states to under-
stand how emotions affect takeover quality more specifi-

cally. The Kruskal Wallis test showed a significant differ-
ence between the steering angle of four emotional states
(χ2(3) = 12.63, p = 0.013). The analysis showed differences
between HANV and LAPV (pfdr = 0.0116) and significant
differences between HANV and LANV (pfdr = 0.0048).
Moreover, there is a significant difference in the mini-
mum time to collision TTCmin between emotional states
(χ2(3) = 17.69, p = 0.0005). The analysis showed differ-
ences between HAPV and LAPV (pfdr = 0.0061) and signif-
icant difference between HAPV and LANV (pfdr = 0.0001).
However, no significant differences were found in other
objective takeover measures.

In summary, as shown in Fig. 10, drivers in HAPV
had a lower takeover readiness, quicker reaction, lower
takeover quality, and smaller TTCmin, indicating a higher
risk of collision. Drivers in HANV had a higher takeover
readiness, lower reaction score, higher takeover quality, and
a smaller angle of steering, leading to a better takeover
quality. Drivers in LANV had a larger angle of steering, and
a larger TTCmin, suggesting a safer takeover. Lastly, drivers
in LAPV had a lower reaction score and the largest angle of
steering, resulting in a radical change of direction.

7 SUGGESTIONS

Through performance evaluation and the discussion, we
have the following suggestions for designers who are in-
terested in exploring emotions in vehicular applications like
takeover prediction and emotion regulation,

• Considering vision as an effective signal to monitor
drivers’ states since the cutting-edge deep neural net-
works enable the collection of drivers’ multi-channel
emotional and physical data.

• Valuing facial expression in predicting driver
takeover behaviors since it is an important channel
for expressing emotions that affect their behaviors.

• High arousal possibly leads to intensive body move-
ments, which affect the drivers’ both emotional and
physical states, making it easier to be recognized by
the network.

• Paying more attention to emotions in HAPV (e.g.,
happy and exciting), since drivers in this quadrant
are more immersed in NDRTs and thus have higher
collision risks. Regulating drivers’ emotions from
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HAPV to LAPV (lower collision risk) via a proper in-
duction like the video clips we collected (e.g., natural
sceneries) could greatly improve takeover safety.

• Regulating drivers’ emotions to a target quadrant
in autopilot mode is possible, and sometimes very
easy to do so if given a proper way (e.g., audiovisual
stimuli).

8 LIMITATION

This work has several limitations. First, our user study is
limited to a driving simulator and primarily involves col-
lege students. We cannot guarantee the applicability of our
model and results in real driving conditions or other popula-
tions. Second, the study was conducted during the daytime,
potentially affecting performance in nighttime conditions
due to increased noise in camera data. Possible remedies
include enhancing the framework with data pre-processing
techniques and utilizing deep networks designed for noisy
data or leveraging a camera with infrared night vision,
which is slighter expensive than the one we used (e.g.,
HIKVISION 3367WDV3, 4K, $ 77). Third, we chose video
watching as the NDRT because it is one of the most com-
mon activities in driving and it could effectively stimulate
drivers’ diverse emotions. How our model performs in other
common NDRTs like reading, working, and talking to oth-
ers (via mobile or to other passengers) remains unknown.
Fourth, facial expression is an important channel in our
model for prediction. Some may worry about the privacy
issue. A possible solution is to use a depth camera that
measures only the depth information of the face (especially
the eye and mouth regions) [63] instead of the RGB camera
we used. Lastly, a single camera alone may not be the
right setup as a highly critical, possibly life-saving driving
assistance. Its capacity is limited by various conditions like
illumination, sunglasses, mask, and head pose.

9 CONCLUSION

In this work, we presented the first system that explic-
itly decodes drivers’ facial expressions for predicting their
takeover behaviors via a unified deep neural framework.
Analysis of results from a user study with 26 participants
provided us with more insights into emotion induction,
emotion in prediction, and how emotions affect takeover
behaviors. Our work suggests that facial expression consti-
tutes an important channel in predicting takeover behaviors.
Also, different emotions have diverse influences on takeover
behaviors, and certain emotional states like positive valence
deserve more attention because they imply a higher collision
risk. As for the next step, it is our priority to collaborate with
local automobile manufacturers and seek to conduct real-
world tests in the future to clarify a series of unresolved
issues, including the limitations of cameras.
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